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Abstract

Assessing ship movements using
volunteered geographic information

Shaun Walbridge

Shipping, the ocean transportation of people and goods, moves most world
trade, and understanding its effects is required to assess human use of the
oceans. This work examines the shipping trade by combining global observa-
tions of ship location with vessel identification records, and interpreting the
results in an ecological context. By incorporating quality checking methods
with volunteered geographic information, I provide a spatially resolved high
resolution dataset which links individual vessels with their movement pat-
terns and attributes. This contributes knowledge on the state and distribution

of shipping, and identifies areas where mitigation of impacts are achievable.
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Chapter 1

Introduction

The ocean is integral to supporting life, by producing much of the planet’s
biomass, acting as a critical step in the hydrologic cycle, and by regulating
global climate. Oceans also support human needs by providing nutrition, re-
sources, and an efficient medium for transportation. However, a confluence of
changes is compromising the ocean’s ability to support both marine life and
meet human needs, with a recent study identifying climate change, fishing,
and shipping as the greatest anthropogenic threats to marine health (Halpern
et al., 2008). Shipping, the ocean transportation of people and goods, moves
$1.8 trillion dollars of trade annually, constitutes a $300 billion dollar maritime
industry, and plays a crucial role in the global transportation network, where
it conveys 9o % of world goods (Organisation for Economic Co-operation and
Development, 2010; Rodrigue et al., 2009). Preservation of the ocean’s bene-

tits calls for holistic management (Lubchenco and Petes, 2010), which in turn
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requires detailed quantitative information. Current efforts have emphasized
broad abiotic factors such as climate, and biotic factors such as fishing, but
little work has examined the role of shipping, despite its importance to both
the economy and the environment. This manuscript seeks to bridge this gap,
by expanding our knowledge of shipping to address issues of marine conser-
vation, marine spatial planning, transportation geography, and navigation.
Shipping produces many ecological impacts, but the effects largely remain
out of sight, and little research looks beyond local scales. Ecological effects
which have been examined include groundings, which cause direct effects like
oil spills and habitat destruction, such as the $3 billion Exxon-Valdez spill".
Shipping contributes to climate change, where greenhouse gas emissions of
the industry accounts for five percent of total man-made emissions (Eyring
et al., 2009), and its pollution causes 60,000 premature deaths per year (Corbett
et al., 2007). Ship strikes also cause injury and death to marine mammals,
and have driven whale population declines, for example the North Atlantic
right whale (Eubalaena glacialis), where human activity accounts for half of
all fatalities, primarily caused by ship strikes and gear entanglement (Moore
et al., 2007). Globally, shipping has increased three-fold in the last 50 years,

coinciding with increases in average vessel speed (Vanderlaan et al., 2009).

The $5 billion liability for the spill was so great that a now infamous financial instrument
was manufactured to absorb it: the credit default swap.
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This combination has led led to large increases in shipping-induced marine
mammal fatalities, despite efforts to track ship-whale interactions (Jensen et al.,
2004) and improvements to shipping lanes (Lagueux et al., 2011; McKenna
et al., 2012).

Ship ballast water, used to control vessel stability, also transports inva-
sive species long distances, leading to widespread economic and biological
losses (Ruiz et al., 2000; Rodrigue et al., 2009). Transported species include
plants, animals, bacteria, and human pathogens, resulting in major changes to
many nearshore systems, particularly coastal lagoons and inlets (Leppékoski
et al., 2002). Sound, which is efficiently transmitted by water, is used by many-
marine species who have adapted sensitive hearing to forage and communi-
cate. Engine noise from ships has led to extensive noise pollution, causing be-
havioral changes in a variety of marine species, and the loud sounds of naval
activities can cause mortalities (Hatch and Fristrup, 2009). With an improved
understanding of shipping, further ecological and human impacts might also
be identified.

Little research has evaluated shipping as a global, interconnected system,
where vessels move between a complex network of ports spanning the globe.
The first work to examine the global shipping trade in an ecological context

was Halpern et al. (2008), a synthesis effort to collect information across habi-
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tat types and impacts. The work evaluates many human uses of the ocean,
and gathers together global data to examine the cumulative ocean impact of
humans, ranging from changes in sea surface temperature due to radiative
forcing, to land-based nutrient runoff. The data used in this analysis to rep-
resent shipping, however, has limitations: It ignores vessel type, and contains
information on only 12% of the fleet. The ships it does include are also a
spatially- and statistically-biased sample of the population (Wang et al., 2007),
and the data vary between vessels, leaving many areas with known use miss-
ing from the model. Finally, the paper does not tackle modeling issues, but
instead provides patterns without the context necessary to address deeper
questions.

Another paper examining global shipping, Kaluza et al. (2010) instead fo-
cuses on the networks contained within shipping, providing an abstract net-
work model of ship movement. Licensing data from Lloyd’s Register Fairplay,
the authors aggregate port of call records, which are sequential lists of vessel
location. They then extrapolate port-to-port links into routes, by combining
land-based barriers with great circle distance calculations to select the path of
a ship between two ports. This novel approach provides a measure of con-
nectivity between port locations, and improves on the gravity model widely

used to predict connectivity. However, their work provides insufficient de-
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tail to extract true ship movement paths, a necessary step for effective spatial
management. Instead, geographically referenced facts about movement are
necessary. The data used also requires expensive licensing, making any ex-
tension of the work both financially prohibitive and limiting its accessibility.
Despite largely ignoring geography, Kaluza et al. (2010) is currently the best
examination of the global shipping trade.

As we try to understand the health of the ocean (Halpern et al., 2012), we
require quantitative data on the marine environment and its human use, both
of which pose acute challenges to ocean scientists, due to our limited means to
capture information in both the open ocean and at depth (Wright and Good-
child, 1997). These data are necessary to inform decision-making, and are also
important to minimizing the regulatory burden on the shipping industry. By
managing shipping as a complex system, efficiency can be tied to improved
environmental conditions. This work contributes foundational knowledge on
the state and distribution of shipping, which can help understand this key
user of the ocean, and identify key areas to examine for mitigating ecological
impact.

This is the first work to combine extensive global ship observations (Free-
man, 2010; Tetreault, 2002) with vessel identification records to both address

questions on ecological effects of shipping, and to expand our understanding
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of the global shiping trade. Most previous works focused on regional prob-
lems, and the limited global work available used poor data (Corbett et al.,
2007; Halpern et al., 2008). Incorporating geographic quality checking meth-
ods (Goodchild and Li, 2012) with volunteered geographic information (VGI,
Goodchild, 2007), I provide a spatially resolved high resolution dataset which
links individual ships with their movement patterns and vessel attributes. This
dataset, when aggregated into multiple representations, allows us to answer
open questions on topics including noise pollution, ship strikes, and invasive

species introduction.
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Methods

2.1 Volunteered Vessel Information

Historically, ship data has been collected both by governments for inter-
nal use, and by private corporations for commercial use. As elsewhere in the
production of geographic facts, a shift is underway which moves emphasis
away from top-down collection, and toward volunteered information (Good-
child, 2007; Elwood et al., 2011). This shift has the potential to change our
understanding of the ocean, by providing inexpensive and ubiquitous data.

Ship captains have long taken climate observations alongside known loca-
tions (Brohan et al., 2009). Building on this history, the Voluntary Observing
Ship program (VOS, Fletcher, 2010) collects a dataset spanning over 20 years
and covering 10-20% of commercial traffic within each year. As the inten-

tion of VOS is to collect open-ocean climate data, many participating ships
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remain anonymous, making reconstruction of ship movements difficult. The
observations are contained within the International Comprehensive Ocean-
Atmosphere Data Set (ICOADS, Woodruff et al., 2010), and though the data
are both spatially- and statistically- biased (Wang et al., 2007), VOS data serves
as a useful training dataset on ship movements in the open ocean. Here, I use
VOS records from 2003-2011, supplemented with opportunistic observations
collected by the vessel tracking site SailWX (Mueller, 2011). Many vessels re-
port both attributes and locations at regular intervals, filling a gap in open
ocean observations.

The Automatic Identification System (AIS, IALA AISM; Tetreault, 2002)
was developed to improve maritime safety by providing mariners local sit-
uational awareness (Figure 2.1). By locating the ships via global position-
ing satellite (GPS), and broadcasting vessel location and attributes (Table B.1)
via VHF transceiver, mariners gain real-time vessel traffic, invaluable to pre-
vent ship collisions, groundings, and during rescue operations (International
Telecommunications Union, 2010). The International Maritime Organization
(IMO), a branch of the United Nations which enforces rules and standards,
mandates that all ships >150 gross tonnage, and ships bearing passengers,
must carry AIS units (International Maritime Organization, 1980). This has

led to approximately 200,000 ships being outfitted with AIS equipment, in-
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cluding all licensed tankers, cargo ships, and passenger vessels. AIS uses sim-
ple to operate VHF radios, broadcasting to about 40 kilometers (km) between
ships. Since the system’s implementation, land-based users, including ports,
maritime professionals, and amateurs, have set up VHF antennae, providing
low-cost local ship traffic at a range of up to 1ookm. Numerous sites, such as
MarineTraffic (Univeristy of the Aegean, 2010) and SailWX, provide real-time
feeds by aggregating the records from both land-based antennae and satel-
lites, then sharing them using both web maps and Google Earth. These sites
augment their networks by providing incentives to users willing to set up new

AIS stations, improving coverage over time.

Automated Information System (AlS)

Figure 2.1: Automated Information System diagram. Ships communicate to
one another via VHF broadcast. The same signals can be captured and stored

by land- and satellite- based observers.
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2.2 Data Collection

For this study, fifteen months of AIS observations (November 2010-December
2011) were collected, aggregating records from three online AIS providers:
FleetMon, VesselTracker, and MarineTraffic. All three share Keyhole Markup
Language (KML, Open Geospatial Consortium Inc.) files, intended for use
within Google Earth. Examining data availability showed these providers dif-
fered in coverage area (Figure D.2). At ten-minute intervals over the study
period, I automated downloading these KML files of real-time ship traffic,
parsed the files to extract each observation within the KML document, nor-
malized differences between the AIS providers, and finally inserted the results
into a spatial database, (PostGIS, Ramsey et al.), an extension that provides
support for OGC simple features (Open Geospatial Consortium Inc., 2010) on
top of the PostgreSQL (PostgreSQL Global Development Group, 2012) object-
relational database engine.

Over the study period, this resulted in 2.37 billion observations. By com-
parison, earlier work by Halpern et al. (2008) relied on 2.58 million observa-
tions, and that of Kaluza et al. (2010) relied on 490,517 journeys. This many-
fold increase requires new methods for analysis, but rewards us with a rich

view of shipping. AIS observations include both ship location and time, and

10
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Observations Vessels

AlS VOS

VesselTracker
< >
VesselTracker o HTML mu
@ Fleetmon SailwX = FCC
Marine Traffic I Digital Seas
10 min interval 1991-2011
15 months 92.4 M obs
2.4 B obs

Record Linkage

; -|lD - Vessels
patial Database 106,131 identified

Figure 2.2: Data fusion workflow. Observations from two sources, AIS and

VOS, are fused with vessel records to produce tracks of validated vessels.

frequently include additional attributes useful for addressing ecological ques-
tions (Table B.1). The VOS/SailWX dataset, consisting of 92.4 million records
covering February 1991-September 2011, was provided in a MySQL database,
which was converted and imported into PostgreSQL. These two sources of ob-
servations were then combined with vessel records to provide the validated
vessel records used in the analysis (Figure 2.2). To validate the collected ship
observations, vessel attribute records and additional ancillary data were iden-
tified, as described in subsequent sections.

11
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2.2.1 Vessel Attribute Data

Tabular lists of individual ship attributes were collected from both author-
itative and crowd-sourced media (Table 2.1).

1. Within the United States, the Federal Communications Commission (FCC)
regulates use of the radio spectrum. In order to manage radio licenses,
the FCC developed the Consolidated Database System (CDBS), which
includes information on all vessels with US-registered radios.

2. The International Telecommunications Union (ITU) developed the Mar-
itime mobile Access and Retrieval System (MARS) database to support
the maritime community with up-to-date vessel information. Due to
their role as a regulating body, participant states are required to provide
information at regular intervals. This database is particularly useful as
it includes details not available through other public means, such as the
vessel owner, and vessel passenger capacity.

3. DigitalSeas includes volunteered vessel attribute information, collected
primarily through corrected AIS observations, but has since gone off-
line.

4. VesselTracker includes ship tracking, reporting and vessel records, along-

side real-time AIS position data. Both their vessel data, and their AIS

12
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observations were recorded in this study. The dataset shows particular

strength for vessels located within European waters.

2.2.2 Land-sea Mask

A high resolution land-sea mask, derived from the Shuttle Radar Topogra-
phy Mission (SRTM) Water Body Data (SWBD, Slater et al., 2006), classifies the
world into either land or sea at a three arcsecond resolution (~gom) for much
of the world (56° S to 60° N). As a by-product of the SRTM digital terrain
project (Rabus et al., 2003), it has the advantage that it was collected over a
short period, increasing self-consistency.

For the areas beyond that covered by SRTM, the Global Self-consistent,
Hierarchical, High resolution Shoreline Database (GSHHS, Wessel and Smith,
1996) was used, an amalgamation of publicly available shoreline data. GSHHS
is lower resolution than SWBD, but the vast majority of ship observations lie
within the SRTM study area. The transition between these two layers was
manually corrected to make a single, consistent, high-resolution land-sea mask

at a three arcsecond (~gom) resolution.

13
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2.2.3 Supplemental Data

Port databases were collected, containing coordinates and berth details for
ports globally from two sources, the National Geospatial-Intelligence Agency’s
World Port Index (National Geospatial-Intelligence Agency, 2012), and the en-
vironmental impact of ports database developed in Halpern et al. (2008). Ap-
proximately 5,000 ports were identified from these two sources. Qualitative
ship movements was also collected, based on historical charts such as a Cold
War era CIA chart (Figure D.5). The original ship model produced in a previ-

ous modeling effort (Halpern et al., 2008) was also helpful for comparison.

2.3 Validation

The observations are laden with caveats: because of limitations in the AIS
protocol design, there is no direct way of validating a datum (Raymond and
Schwehr), and the AIS radio broadcasts can be corrupted during transmission.
As a result, many terrestrial locations have observations, including a partic-
ularly thick band centered around the prime meridian (Figure D.1). These
records are more likely due to corruption of the longitude coordinates than
a reverence for Greenwich. In addition to transmission errors are operator

errors in any attribute set by the mariner, which includes all attributes other

14
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than the location and time provided by the GPS unit. These attributes are
frequently either input incorrectly, or not kept up to date for attributes which
change over time, such as the destination field. Observations in this dataset
are suspect, and here the data are treated as guilty until proven innocent.
While there are inherent errors with the observations, the volume of data
and the compiled ancillary datasets still allow for validation. This validation
improves accuracy and minimizes the observations necessary to construct a
model representation. Two useful approaches to addressing the validation of
large geographic datasets are geographic data mining (Miller and Han, 2009)
and geographic quality checking Goodchild and Li (2012). Here, I borrow the
framework described in the latter work, and explore three avenues of quality

assurance: Crowd-sourcing; social; and geographic approaches.

2.3.1 Quality Assurance

Crowd-sourcing While Goodchild and Li (2012) found that crowd-sourcing
was generally ineffective for geographic facts, it can function when the domain
is limited and the pool of expertise is vast. Crowd-sourcing becomes useful
with AIS data when multiple receivers collect the same observation. Cross-
referencing these sources provides confirmation, and can be used to measure

transmission error.

15
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Social Many mariners provide information to online services, and attribute
quality from these sources is high. Vessel operators have direct knowledge of
a ships’ vitals, similar to a neighborhood resident who understands of local
geography. The vessel operators then communicate to shipping aggregation
sites, who organize a broad collection of vessel data, relying on trusted users
to vet updates. These socially filtered records are then used as sources of

vessel attribute data (Section 2.2.1).

Geographic For the error-prone vessel observations, geographic validation
is key. Individual observations are point locations with time, and I rely on
a handful of tests to provide validation. Each spatio-temporal observation
(x,t,z) provides point location x, time t and multiple vessel attributes z. By
cross-referencing the attributes, the joint probability of each attribute can be
computed, inferring likelihood on geometry and time from the known traits
of a particular vessel.

I impose basic validation on the location by referencing other geographic
facts, as is used in an essential geographic information system function, the
overlay operator. By checking the observations against a composite land-sea
mask (Section 2.2.2), I estimate when the provided location is likely. This can

be challenging, as many ships travel both by inland waterways such as rivers

16
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and canals, so these rules must be careful to define what is traversable, but
most vessel classes are restricted to major water bodies and a handful of large
canals. Shallow water imposes an additional constraint, depending on ship
draft. This can be used to show, for example, the distance oil tankers keep
from land masses.

For most vessel transportation classes, ships move between ports. In these
classes, ships exhibiting patterns inconsistent with port-to-port movement are
suspect. However, there are other fixed locations besides ports which require
inclusion, such as ballast water exchange points, like one located 100 nautical
miles offshore of California (Figure D.4), and canals, which enable movement
between otherwise disconnected locations. Generally, port location is useful:
because AIS receiving towers tend to be near ports, and thus the data captures
the origin and destination pairs of most vessel journeys. Finally, I require
observations have coordinates bounded by the coordinate space, and exclude

any beyond the earth’s surface.

2.3.2  Ship Types

An open problem in the maritime community is how to designate ship
types. Ships can be classified on a variety of dimensions, including: Engine

type, hull material, vessel function, and size. Ontologies have been developed

17
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to address the problem, but remain incomplete (Vries et al., 2009). Here, I
focus on use, and rely on the primary activity in which the vessel is engaged.
Starting with the classes provided by our AIS and VOS sources, I collapsed
them into nine major functional groups: authority, cargo, fishing, high-speed,
passenger, pleasure, support, tanker, and “other” for vessels which don’t map
into any of our primary classes. Because the full attributes of each vessel are
retained, and frequently includes multiple type labels, it is possible to break
this down further for future analyses, but these broad classes served well for
classifying distinct movement patterns. A full list of vessel classes is provided

in Appendix B.3.

2.4 Record Linkage

Before producing derived representations of ship movement, I first must
link observations to specific vessels. Here I rely on four vessel record datasets
(Table 2.1), two provided by authoritative government bodies, and two from
crowd-sourced websites. Each source contains inconsistent information, and
before reconciling ships to observations, I cross-linked vessels into a single set

of known vessels. Describing matching entities across datasets was initially

18
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Table 2.1: Ship data sources.

Source Code Records Linked Attributes
Digital Seas DS 212166 68002 name, IMO, MMS], callsign, type,
width, length
FCC* ULS* FCC 319964 24531 name, MMSI, callsign, class,
gross tonnage, length
ITU3 MARS* ITU 372183 75928 name, IMO, MMS], callsign,

class, owner, gross tonnage

VesselTracker VT 126534 83372 name, IMO, MMS], callsign,
class, length

1. Federal Communications Commission; 2. Universal Licensing System; 3. Inter-

national Telecommunication Union; 4. Maritime mobile Access and Retrieval System

developed with medical records, and more recently has advanced as the record
linkage field in computer science (Christen, 2012).

By evaluating all possible pairwise combinations between source records,
I map vessel records between sources. Using the methodology of record link-
age, a set of rules maps records between the six possible source pairs. Each
pair was evaluated for common, consistent attributes, and compared against
these columns. The software package used, (FRIL, Jurczyk et al., 2008), pro-
vides an Expectation Maximization algorithm to iteratively optimize the col-

umn weighting, but due to computational limits, this proved ineffective. In-

19
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stead, samples were examined, and matching criteria were set by tuning both
the weightings and acceptance levels to fit a training set of valid linkages (Ta-
ble B.2).

For most attributes, the equal fields metric which requires both values to
be the same, or the Jaro-Winkler distance metric were used. The Jaro-Winkler
metric has useful properties for this data: Effective in both numeric and textual
comparisons, this approach is good at mapping between noisy sources, and a
study of string comparison metrics found it to be both efficient and effective,
with a high match rate on diverse data (Cohen et al., 2003). Details on the
Jaro-Winker distance are described in Appendix A.1.

Once each pairwise combination between sources was completed using
FRIL, a second rule-based method was developed to capture missed valid pair-
ings. If vessels had equality in any two attributes of the set {MMSI, callsign,
name}, if callsign and vessel length matched, or if the IMO number provided
was a valid seven digit number, then the pair was linked. The rule-based

method successfully found many additional valid linkages.

2.4.1 Linkage Validation

Detecting linking errors is problematic, as vessel records are correlated —
IMO number, callsign and name may differ by only one character for two ships

20
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in the same fleet. Linkage validation serves to retain these distinct vessels,
while simultaneously eliminating differences due to entry error. I developed
a validation score to remove over-aggressive links, which falsely linked two
different vessels. This provides a second quality check which can be used to
threshold the results. I sampled invalid joins produced in the record linkage
process, and found the specific traits that were common across the sample:

1. >6 linked records

2. >1 radio callsign

3. >1 MMSI

4. clear name mismatches

5. vessel assigned to multiple incompatible classes

Using these traits, I assigned validation scores and probable vessel class.
The Jaro-Winkler metric was again employed to compare attribute matches for
ship name and radio callsign, with 1 — d;, being added to the validation score.
For attributes that had a single value, the validation score was increased by
one, otherwise vessels which had more than two MMSIs or five linked records
had one point removed from their score. Finally, if a ship was identified as
being in multiple incompatible vessel classes, one point was subtracted for

each incompatible class. Final scores for all vessels are shown in Figure 2.3.
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Validation scores distribution

1 1 1 1
-3 -2 -1 0 1 2
validation score

Figure 2.3: Linkage validation scores, bin width=0.3

Only vessels with validation scores above zero were used in later steps.
Vessels are also assigned to a single vessel class by the validation. While two
vessel record sources are authoritative, the best available vessel record data
remains commercial. A 1% sample of the records was compared to those
provided in Equasis (Equasis, 2012), which includes validated records from
the commercial fleet. After cross-linking, the validation scores showed good

correspondence with Equasis vessels.

2.4.2 Ship Identifiers

Identifiers to designate unique vessels also poses a problem, as there is
no standardized and universal identifier. By incorporating information from
many different identifiers and focusing on those less fluid, such as IMO num-

ber and radio callsign, increases the odds of valid matches. However, addi-
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tional attributes such as the Maritime Mobile Service Identity (MMSI), and
vessel name remain useful, particularly because they are broadcast alongside
each AIS record. Vessel operators may not maintain this information, making

it important to cross-validate the attributes to improve match rates.

2.5 Data Representations

Ship observations are contributed by vessels on both a voluntarily and
mandated basis, and using geographic quality checking methods produces
a validated set of observations. While individual observations have a simple
representation (a location, time, and attributes), effective use requires multi-
ple representations (Goodchild, 1992) and the spatio-temporal modeling tech-
niques of time geography (Miller and Bridwell, 2008). Because there is no sin-
gle, optimal representation of data, I produce a set of representations which,
when matched to particular uses, can provide insight. Here, I maintain both
discrete object and continuous fields representations (Figure 2.4), to address
questions about the ecological effects of shipping. While the point represen-
tation alone is too simple for understanding shipping’s effects, incorporating
too much complexity in the representation risks making computation infeasi-

ble (De Smith ef al., 2007).
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One representation developed is speed density (Section 2.5.3), useful for
understanding whale-vessel interactions. Combining vessel type, vessel draft,
and vessel length with a derived speed estimate, provides a way to spatially
model vessel risk in whale-vessel encounters. Similar combinations of vessel
attributes and derived representations are useful for other ecological ques-

tions.

2.5.1 Points

AIS records are sampled at 600 second intervals (10 minutes). For most
vessel classes, this sample rate retains the movement patterns, and is a similar
rate to that used in studies using aggregation to remove noise. For example,
Vries et al. (2009) uses piecewise aggregate approximation at a 300 second
interval to “strike a good balance between capturing the general movement
and ignoring noise”. AIS observations are recorded via GPS, and for validated
observations, positional accuracy is high. Because vessels are much larger than
GPS position errors, uncertainty in where the GPS unit is located on the vessel

is the primary source of positional error for most vessel classes.
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Figure 2.4: Spatial abstractions, this paper’s representations in blue. Adopted

from Bivand (2011), based on original by Burrough et al. (1996).

2.5.2 Tracks

Tracks interpolate discretely sampled time points (x, {) into a continuous

phenomenon. The uncertainty of the interpolation can be described by a time
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Figure 2.5: A simple space-time prism; based on Wu and Miller (2002).

prism (Figure 2.5), which bounds the area based on the maximum velocity of
the object at motion. Here, I constrain the track segments to have movement
speed above 0.5 Knots (Kt)/hr, below which vessel control is difficult, and
speed below 40 Kt/hr, which derived empirically from our ship speed distri-
butions (Figure 3.4) and vessel engine characteristics. I further require that to
be considered a track, the above criteria must be met for at least one segment of
that vessel’s transit. The ships are then constrained to move along the shortest
distance on a geoid, or great circles, using GeographicLib (Karney, 2012). This
information is reused in computing the speed along each segment. Individual

vessel tracks are stored as a continuous line segment, with vertices along the
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line reflecting known observations. One limitation of this representation is

segments which pass through landmasses can exist.

2.5.3 Field-based Models

Initially, kernel density estimation (KDE) was used to produce field based
estimates. However, based on the data volume, KDE proved more useful to
provide models directly from discretized tracks, which are used in the two

following representations.

Ship density by type The primary output of this work is a field-based den-
sity model of ship movement. This view is useful in a wide variety of contexts,
from exercises in marine spatial planning to detecting conflict zones between
resource users, and the simple density estimation in Halpern et al. (2008) re-
mains a highly requested product. By retaining separate vessel classes, specific
ecological concerns can be addressed in a way not possible when weighting
all vessels as equivalent. Hull type, cargo, engine, length, draft, speed, and
movement patterns all vary based on vessel type.

Each vessel track was converted to raster on a 9o arcsecond grid (~5.5km at
the equator) and an equal area grid in the Hobo Dyer projection (Figure 3.2),

as detailed in Appendix A.3. The projected version assures that the density
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function is computed on grid cells representing the same area for each cell,
unlike the geographic grid where area varies by latitude. A vessel is counted
only once for each cell the vessel passes through, as the focus here is on overall
movement patterns, de-emphasizing vessels with limited movement. A single
raster is produced for each validated vessel contained within either the AIS
or VOS dataset. Next, the rasterized vessel tracks were combined using map
algebra to produce density maps, separately for AIS and VOS data, and for
each of our vessel classes. This leaves us with nine vessel classes and two ves-
sel density estimates per class, or a total of eighteen vessel density estimates.
To merge the two vessel density estimates (VOS and AIS), which charac-
terize different parts of ship movement patterns, a weighting scheme is used.
For each cell, the output density, s, is calculated as the standardized equal-

weighted addition between the two inputs:

_ Ruars Ryos (2.1)
max(Rars)  max(Ryos)

Speed density estimations of ships by ship type Ship speed plays a critical
role in determining the survivability of collisions for many marine species (Van-
derlaan et al., 2009). Speed also directly relates to the emissions profile of a
vessel, and it has been shown that speed reduction alone can reduce 50-80%

of vessel greenhouse gas emissions (Lack ef al., 2011). Conversely, decreased
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speeds require more vessels to ship the same volume of goods or passengers,
however container shipping companies are mitigating this problem by moving
to significantly larger capacity vessels (Notteboom, 2004).

Average speed per cell was calculated as sum speed over all observations
Rars URyos = n, and dividing it by the total number of observations, but

only for those locations where a sufficient density s is present:

§= - (2.2)
0 s < 10

This paper contributes rich data predominantly within 10okm of shores,
where most human and biological users of the ocean persist, and building our
knowledge of these areas is particularly valuable. Ship traffic is most dense,
regulated, and complex within the exclusive economic zones of nations, and

it is useful property that this data are primarily within these areas.
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Results

3.1 Vessel Results

For vessel classes with mandatory AIS, the majority of vessels are identi-
tied, and comparing against commercial estimates of fleet size, this data con-
tains of 75.6% for cargo vessels, 69.4% for tankers, and 62.9% for passenger
ships. Details for all classes are provided in Table 3.1. In vessel classes with-
out AIS requirements, the data are a small sample of the vessel population.
For example, authority vessels here are a small subset of search and rescue
vessels, and does not contain naval or police vessels. Fishing vessels are simi-
larly limited, as only areas which mandate AIS have observations, leaving out

classes such as artisanal fishing.
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Table 3.1: Summary of analyzed ship data

Type Ships (AIS) Ships (VOS) fleet size coverage (%) observations (M)
Cargo 25214 5838  33392" 75.6 665.45
Tanker 9758 2375  14068" 69.4 264.42

Passenger 4007 777 6370" 62.9 142.16
Support 9954 735 25234 39-4 298.02
High-speed 404 81 1178 34.3 2.52
Fishing 11186 349 512003 21.8 6.87
Pleasure 20727 661 800,000% 2.59 267.48
Other 9507 1400 - - 4.75
Authority 656 55 - - 1.44
1. Equasis (2012) 2. Westwood et al. (2001) 3. Food and Agriculture Organiza-

tion (2012).
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3.2 Record Linkage

Record linkage matched 30-50% of each record source pair (Table 3.2).
Comparing only between the two authoritative sources, the FCC-ITU pair
produces inconsistent results, pointing toward a continued need for better
unified and public vessel identifiers. After pairwise linkage, matched records
were further cross-linked, to account for vessels appearing in multiple sources.
The number of links per ship averaged 3.5 (4 = 3.49, 0 = 0.828), although this

distribution is skewed by a handful of incorrectly linked vessels.

Table 3.2: Ship record linkage results.

Source A Source B matched records match rate
DigitalSeas FCC 3481 50.35%"
DigitalSeas ITU 41380 30.73%
DigitalSeas VesselTracker 72286 53.68%

FCC ITU 27874 50.58%"
FCC VesselTracker 5282  53.23%*"
VesselTracker ITU 54727 43.25%

1. FCC data are US only, match rate is of US-only data from these sources.
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3.3 Geographic Validation

The land-sea mask developed, as described in Section 2.2.2, was compared
against each observation to detect if the point was located in a water body,
which should be true of any ocean vessel. However, this validation technique
was insufficient to resolve many observations, which lie at the edge of the
land-sea mask when docked or when moving near shore (Figure D.3). Due to
these limitations, the observations “on land” were retained. A improved ap-
proach might employ a local density estimation on the vessels, and determine
a mask based on known transits. Here, on-land observations were filtered
during the track generation process, which restricts vessel movements based

on speed, eliminating erroneous observations.

3.4 Ship Results

3.4.1 Density

The resulting vessel density model shows strong differences in the move-

ment patterns between vessel classes.
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Figure 3.1: Global ship movement densities. Vessel classes rescaled to show

pattern.
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Cargo Tracks
Nov 2010-Dec 2011
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Figure 3.2: Cargo density grid, generated by combining AIS and VOS records.
3.4.2 Speed

Ship speed is an important indicator to answer a variety of questions, but
is challenging to represent spatially. Ship speed is sensitive to the observation
frequency at a particular location, and sensitive to accurate distance and time
measurements, all three of which are needed to compute averaged velocities.
The speed distribution of each vessel class was examined, through boxplots
(Figure 3.3) and kernel density estimation (Figure 3.4). The density estimation

shows that for many vessel classes, distinct speed patterns exist. For example,
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Figure 3.3: Boxplot of validated ship speeds by class.

support vessels, which include tugs and barges move much more slowly than
high-speed transport vessels. Other classes are less distinct in speed signature:
cargo and tanker vessels have surprisingly similar average speeds, though dis-

aggregating the results spatially (Figure 3.5) shows they have strong regional

differences masked in the overall average.

3.5 Uncertainty

AIS observations rely on terrestrial radio antennae to collect data, and their
coverage of the near shore is incomplete. Many areas lack AIS observations,
but are well-represented in the VOS data, showing data gaps. To account for
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Figure 3.4: Distribution of validated ship movement speeds, computed using

kernel density comparisons, as described in Bowman and Azzalini (1997).

this gap, I examined the coverage of the largest world ports, as identified in
the World Port Index (National Geospatial-Intelligence Agency, 2012). Of the
large ports in the index, 112 of 155 (72.3%) had 100 or more unique vessels, and
of medium ports, 187 of 357 (52.4%). The identified ports show concordance
with the major ports identified in Ducruet and Notteboom (2012).

Individual vessel movement is also modeled simply, and barriers to move-
ment are not accounted for, which can be important in areas with geographic
and political features which limit movement. Future work should address this

and other sources of uncertainty within the results.
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Discussion

Shipping is a major user of the ocean, but little is known about its distri-
bution and effects. Here I built the first validated and global models of ship
movement. Shipping companies acknowledge the importance of managing the
ocean holistically, but lack the scientific knowledge and tools to do so effec-
tively. By incorporating ecological information alongside logistical efficiencies,

system robustness can be improved.

4.1 Protected Areas and Spatial Planning

One approach for incorporating ecological information in ocean decision
making is with marine spatial planning (MSP), a promising avenue for bring-
ing stakeholders together (Merrifield et al., 2012). This approach requires ex-

tensive data, particularly on the three major areas of use: fisheries manage-
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ment, transportation, and energy management (Lubchenco and Petes, 2010).
Transportation in the ocean is the least studied of the three, and here I have
shown how volunteered geographic information methods, along with volun-
teered observations, can provide us a way to approach the data-poor problem
of shipping.

Marine protected areas (MPAs) have been shown to be effective (Halpern
and Warner, 2002), however multi-dimensional ocean use can also take advan-
tage of dynamic MPAs, to mitigate against infrequent but high-risk events (Boersma
and Parrish, 1999). Dynamic MPAs may also be introduced to manage sea-
sonal events, such as species migrations, in a way that shipping lanes and
general speed reductions can not accommodate. Dynamic MPAs will likely
rely on providing users, such as ship operators, with real-time information
about the state of the environment. Incorporating environmental data directly
within AIS systems (Schwehr et al., 2011) provides a useful way to integrate

across these domains.

4.2 Ecological Effects

The ecological effects of shipping have been touched on in this manuscript,

an example of ecology coming to terms with the spatial context at the unit
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of analysis, allowing model scope to extended across disciplines (Tilman and
Kareiva, 1997). A few illustrations of how this work can be applied to ecolog-

ical questions follow.

Ballast Ballast water is used to prevent vessel capsizing by weighting the
ship within the water, vessels can transport upwards of 20 million gallons of
water for ballast. By transporting large parcels of water between otherwise
disconnected areas of the ocean, ballast water introduces ecological coupling
and can transport invasive species (Ruiz et al., 2000; Keller et al., 2011). Ballast
water exchange also can transport viruses and bacteria, which have human
health consequences beyond ecosystem function. By providing global, per-
vessel movement, ballast exchange can be examined in greater detail, as can

vessel use of ballast exchange points.

Ship Strikes Ship strikes, or species to vessel collisions, also cause injury and
death to marine mammals, driving whale population declines, as is the case
with the North Atlantic right whale (Moore et al., 2007). Globally, shipping
increased three-fold in the last 50 years, coinciding with increases in average
ship speed (Vanderlaan et al., 2009). This combination has led led to large
increases in shipping-induced marine mammal fatalities. The IMO has helped

implement improvements to shipping lanes (Lagueux et al., 2011; McKenna
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et al., 2012), but the model produced here can help us in locating key whale-
vessel areas in those locations not as intensively monitored as the US coastal

waters. Dynamic MPAs may also serve a role to mitigate this impact.

Noise Pollution Sound, which is efficiently transmitted through water, is
used by many species who have adapted sensitive hearing to forage and com-
municate. Thus, engine noise from ships has led to extensive sound pollu-
tion, causing behavioral changes in a variety of marine species, and mortality
when exposed to loud sounds from naval activities (Hatch and Fristrup, 2009).
NOAA recently created a working group to evaluate the impact of noise pol-
lution on marine life, and the model created here improves our understanding
of the distribution of shipping, which can be incorporated into future models

of ship noise to improve ocean management.

4.3 Regulation

The primary extractive use of the ocean is fishing, where our understand-
ing has been advanced by intensive investments to study its effects. Many
fisheries are now managed systems (Worm et al., 2009), as unmanaged fish
stocks have repeatedly collapsed (Costello et al., 2012). Similar management

and regulation is noticeably absent from the shipping industry.
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Shipping is regulated by the International Maritime Organization (IMO),
which enforces industry rules and standards. However, the transnational
nature of the industry has led to limited enforcement. As is common in
consensus-based international bodies (Cogan, 2009), the IMO can be slow to
respond to issues. For example, while the IMO acknowledges that a 20%
reduction in greenhouse gasses can be accomplished this decade without ad-
ditional costs to operators (International Maritime Organization, 2009), it has
not implemented new emissions rules. In light of the regulatory environment,
alternatives, such as tying ship insurance rates to ecologically important areas

of the ocean, may be preferable.

4.4 Transportation Networks

One approach to managing a complex system like shipping is to study its
network representation. Transportation networks with geographically-fixed
edges and nodes, such as road and rail, form the basis of transportation ge-
ography (Rodrigue et al., 2009). Unlike land-based networks, shipping exists
in between the extremes of a fixed network and two dimensional Brownian
bridges, as vessels must transport both goods and passengers to specific lo-

cations (primarily ports) but are free in choosing movement between desti-
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nations, except in near shore areas regulated by shipping lanes. Air trans-
portation shares network similarities, but strong regulation has led to pre-
determined flight paths, with deviations generally limited to emergencies or
extreme weather.

Because of inherent risks in air transportation, detailed, well-vetted infor-
mation on flight paths is provided by government agencies (Guimera et al.,
2005), simplifying modeling. Ship movements have no equivalent top-down
data collection effort, and while organizations such as the US Coast Guard
have made efforts, the system remains rudimentary. Most information is pro-
vided via private contracts, through organisations such as Lloyd’s of Lon-
don, who have been recording information on shipping since 1774 (Lloyd’s
Register-Fairplay Ltd., 2010). As a result, limited public data are available on
the shipping trade, despite being identified by the Federal Geographic Data
Committee (Federal Geographic Data Committee, 2008) as a key transporta-
tion component to the national spatial data infrastructure (Currier et al., 2012).

Transportation networks play an important economic role (Canning and
Fay, 1993). Because this role, information on shipping is valuable, leading to a
cottage industry of information sales and limiting its public availability. A fu-

ture extension of this work might incorporate network theory, which has been

44



Chapter 4. Discussion

applied to port-to-port networks (Kaluza et al., 2010; Ducruet and Notteboom,

2012), but has not yet been applied to spatially explicit vessel movement.
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Conclusion

As noted by Goodchild, “changing technology and economics are moving
map production from a system of unified central production to a local patch-
work, and the old radial system of dissemination is being replaced with a
complex network”(Goodchild, 1999). By using the quality assurance methods
of record linkage and geographic validation, provides an approach to filter
unreliable inputs of shipping data, and take advantage of the newly formed
patchwork to broaden our understanding of ocean transportation. The near
future will involve global, real-time, high resolution ship data (Jones, 2012;
Carson-Jackson, 2012), but we need methods which accommodate data cura-
tion and integration. By using quality assurange methods, I have shown that
multiple data dimensions can be incorporated, and heterogenous errors can

be rectified.



Chapter 5. Conclusion

Recent calls for increased marine spatial planning at both the national and
international level should be met with increased production of fundamental
datasets required for effective planning. This work can help advancement
of both marine spatial planning and ecosystem-based management, and to
help organizations like the IMO provide more effective regulation of shipping,
perhaps using insurance-based incentives to reflect environmental costs. The
movement toward ubiquitous and real-time data provides an opportunity to
greatly improve our management of ocean resources.

This work is a step toward understanging the global effects of shipping.
True cost-path movements, which account for vessel preference and barriers,
will give us a way of understanding the relative value of different areas within
the ocean to the shipping industry. An abstract network model, which incor-
porates the detailed movement model developed, would allow us to interact
with this complex data in a much simpler way, and potentially lead to break-
throughs in marine spatial planning at regional scales. More immediately,
these results can feed into understanding the anthropogenic sources of sound
in the ocean, and improve models of ship strikes, by providing detailed, holis-

tic speed models for most of the oceans.
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Appendix A
Method Details

A.1 Record Linkage

The Jaro-Winkler formula is defined in two steps. First, The Jaro distance,

d]-, is defined as:

(e}

ifm=0

(ﬂ‘ + ﬂz + @) otherwise

sl sz

Q=

Where:
m = number of matching patterns
t = number of transposed characters
Is1| =length of first string

|s2| =length of second string
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Two characters are considered matching when they are no further apart

than:

max([s1], |s2)
L > J —1 (A.2)

The second component, added by Winkler, preferentially weights strings
which match from the beginning, set by the prefix length I. Thus, the Jaro-

Winkler distance is defined:

d = d; + ((p(1— d)) (A3)

Where p is a constant scaling factor to adjust for the strength of common

prefixes. In its usage here, p = 0.1 and | = 4.

A.2 Observation Filtering

As in many large datasets, the distribution of observations per ship fol-
lows an approximate power-law distribution. Using the raw number of ob-
servations received in our 15 month window provides a simple filter. The
peak in the kernel density estimation (Figure A.1) is seen around 10* observa-
tions, with a clear drop-off after 10°, which is consistent with the theoretical

maximum (one observation in every sample) of about 6.8 x 10°.
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Log scaled observations per vessel
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Figure A.1: Observations per vessel, kernel density estimation.
A.3 Movement Modeling

After storing the raw observations in a spatial database (PostGIS), I used
parallelized code to quickly aggregate the large volume of observations. Tak-
ing advantage of the database, observations were ordered on disk based on
vessel, and spatial indices were created. This allows us to quickly filter the
data both based on attributes and spatial traits.

To rasterize vessel tracks, gdal_rasterize from GDAL was used to convert
between vector and raster representations. Bresenham’s line algorithm Bre-
senham (1965) determined the output cells considered used within each track.
I only counted a ship moving through a single cell a single time to capture
overall movement patterns, but future work should also incorporate total trips

to capture movement patterns such as regular short distance trips passenger
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ferries engage in. When combining the data, a parallelized version of Matthew

Perry’s gdal_add.py script was used to quickly combine thousands of raster

ship tracks.
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Type Sub-type Vessels

cargo cargo ship 30355
merchant 2919
bulk carrier 1338
container ship 669
general cargo 608
vehicle carrier 56

tanker tankship 10460
tanker 8731
oil tanker 1312
liquefied gas carrier 112
chemical carrier 39

other merchant 17460
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Type Sub-type Vessels

other ship 9421
unspecified 4580
motor boat 4231
inland waterways 3825
sloop 2799
reserved for future use 2164
all other activities 1345
reserved for regional use 712

support pusher/tug 4392
tug 7885
towing vessel 2747
supply vessel 1501
service vessels 1388
trawler 1056
dredger 995
vessel engaged in dredging or underwater operation | 776
pilot vessel 685

pleasure pleasure/leisure 22013
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Type Sub-type Vessels
pleasure 14573
pleasure craft 7290
sailing vessel 5527
yacht 8214
fishing fishing vessel 11110
tishing boat 8454
tishing industry 5767
fishing 3213
passenger | passenger ship 6478
ferry 704
high-speed | high-speed craft 658
high speed craft 520
authority | sar-vessel 699
search and rescue vessel 609
rescue vessel 102

Table B.3: Detailed ship classes, derived from observations.
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Table B.1: AIS broadcast attributes. Update frequency depends on ship speed,
but varies between a minimum of a record every 2 seconds for quickly moving
vessels, to once per 3 minutes for moored vessels. Additional attributes are

available, but infrequently used.

Attribute Accuracy
Location (fixed from GPS signal) ~10 meter
Timestamp (on broadcast) £100 ms transmission & processing
Name

Call Sign

Maritime Mobile Service Identity
Heading
Speed

Destination often incorrect
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Table B.2: Ship record linkage methods used.

Source A Source B acceptance level column distance metric weight

DS ITU 92 callsign  Jaro-Winkler! 50
MMSI equal 40
name Jaro-Winkler 40
DS VT 85 callsign Jaro-Winkler 60
IMO Jaro-Winkler 20
name Jaro-Winkler 20
FCC ITU 85 callsign Jaro-Winkler 95
name Jaro-Winkler 5
FCC VT 95 callsign Jaro-Winkler 66
name Jaro-Winkler 5
MMSI Jaro-Winkler 24
length equal 5
VT ITU 8o callsign Jaro-Winkler 20
MMSI Edit Distance 30
name Jaro-Winkler 10
IMO Jaro-Winkler 40
DS FCC 95 callsign equal 99
name Jaro-Winkler 1

1. Jaro-Winkler distance (Winkler, 1990): length | = 4 and scaling fac-
tor p =10.1
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Software

This work would not have been possible without extensive contributions
from others in the form of software, both commercial and open source. An
overview of the software used in the project is provided, and code produced
is available at https://github.com/scw/thesis.

To store the raw observations, SQLite was used for rapid development, but
the bulk of the observations were stored in the object-relational database Post-
greSQL, where analysis was carried out using either native SQL or with the
spatial extension PostGIS. The GDAL library was used extensively for trans-
forming both raster and vector data. Record linkage was performed using
FRIL, with some record linkage integrated into the database using pg_similarity,
and in Python using the jellyfish module. Integration and data processing used
Python, which combines a wide base of environments within a single language.

R was used to perform statistical analyses and summarize results. GRASS was
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used to compute model outputs and spatial statistics, and maps were pro-

duced in ArcGIS and Quantum GIS.

Table C.1: Software used. A complete listing of software packages used in the

analysis.

Software package version
ArcGIS 10.1

Bash  4.2.24
FRIL 2.1.5
GDAL 1.8.0
; 1.9.1

) 1.9.2

Git 1.7.9.5
GRASS 6.4
) 7.0

pg_similarity  0.0.19
PostGIS 1.5.3

"

2.0.1
PostgreSQL ~ 8.4.14

) 9.2.1

Python 2.6

) 2.7.2

Quantum GIS 1.8
R 2.14

) 2.15

SQLite 3.7.9
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Table C.2: External libraries used. Python was used extensively throughout

the project, and R was used for calculations, validation, and statistics. The

following external libraries were used in each environment.

R packages  Python libraries

foreign BeautifulSoup
geosphere gdal

ggplot2 geographiclib
maptools geojson
plotrix geopy

raster grass
RPostgreSQL jellyfish

rgdal numpy

rgeos ogr

sm psycopgz2

sp requests
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Figures

AlS: Noyv, 201 |

Green: Fishing 6.8m
Blue:  Tankers 3Im
Cargo 48m

Figure D.1: Raw AIS observations, November 2011. Note the observations

located in the Hoggar Mountains in Algeria.
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o

(e} e]

Figure D.3: Long Beach Harbor, California. Points shown in purple are ‘on

land’, but most of these observations are actually within the harbor.
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Figure D.4: AIS observations, Southern California Bight. Nov 2010-Dec 2011.

Note the ballast water exchange point lower left.
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Vorld Shipping Lanes

Figure D.5: "World Shipping Lanes" map produced by the Central Intelligence

Agency, 1973.
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